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Abstract 

The term “awareness” has no single definition in biological or artificial agents. Anticipating that 

the issue magnifies when considering collectives of artificial agents, we here provide a 

systematic overview of the problems that already arise at the level of single agents. The core 

challenge identified in EMERGE is that existing frameworks are ineffective or vague in 

explaining, facilitating, and supporting cooperative behaviours in artificial agents. The lack of 

a compelling theory of global awareness in AI is currently a significant barrier to the effective 

deployment of artificial agents in the real world.  

The first step in tackling this grand challenge is to distinguish six challenges that a satisfactory 

concept of awareness should address (justification, explanatory role, meaning, metrics, 

implementation and ethics). EMERGE proposes a novel dimensional account inspired by the 

dimensional accounts of consciousness offered to replace the unidimensional “level” 

metaphor dominating the clinical neuroscience literature. The dimensional account presented 

here is less committed to the exact labels of dimensions than it is to account for differences in 

contents (i.e. what the agent is aware of) as well as for the interdependence of specific 

contents usually captured in the level metaphor (e.g. to be self-aware of one’s location 

depends on being aware of space).  
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Introduction  

Artificial agents and robots are designed to interact with their physical environment, which is 

often subject to unpredictable changes and factors beyond the agent's control. As the number 

of devices and systems increases, central control becomes less feasible. In rapidly evolving 

situations, waiting for a response from a central controller may not be an option, so it's 

essential to ensure that artificial agents can operate more locally and with more autonomy 

(even though they may not have complete autonomy and keep humans in the loop). 

Awareness has been proposed as a way to enhance their efficiency, resilience, and flexibility, 

allowing them to adapt to unforeseen situations and operate continuously. 

 

If bringing awareness to AI appears to be a goal or a solution, what does this solution demand? 

Here we map the issues that computer scientists, other disciplines, and users can encounter 

along the way when looking to turn awareness into a technological reality. In this report, we 

distinguish six different problems - each of which raises different challenges for different 

communities - computer scientists, engineers, users, cognitive scientists, philosophers and 

ethicists who have vested interest and expertise in awareness.  

 

The first problem we can identify is a problem of justification: why is using the term 

"awareness" a good idea, and wouldn't other words be as appropriate? The second is the 

explanatory role: what is the value of explaining the performance or functioning of an artificial 

agent (or set of agents) by referring to awareness? The third issue concerns the multiple uses 

of the term "awareness": what are the various meanings that the concept covers, and how do 

they relate to each other? The fourth and fifth problems concern ways to measure and 

implement awareness, while the sixth concerns the ethical implications of having aware 

systems.   

 

Table 1: Awareness is offered as a solution to flexibility and other problems, but raises its own problems. 
This table shows six different problems with their accompanying challenges and the solutions that we 
propose. 

Problem Challenge 
Main community of 

concern 
Step to solution 

provided in this paper 

Justification 
Getting rid of the term; 

using other terms 
Philosophers, users 

Dimensional concept of 
artificial awareness 

Explanatory role 
No benefit to users or 

explanation of the 
system’s behaviour 

Computer scientists, 
users 

Distinction between 
explanation to user and 

functional role 

Meaning 
Too many disparate 
meanings; loose talk 

Computer scientists, 
cognitive scientists, 

ethicists 

Taxonomy; CML 
dimensional model 

Metrics 
No way to assess and 

measure 
Computer scientists, 

engineers, users 

Specific metrics vs. 
Awareness as 

modulating other metrics 

Implementation 
Speculative; no plausible 

computational or 
hardware solution 

Computer scientists, 
engineers 

 

Ethics Responsibility gap 
Users, ethicists, 

companies 
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1. Justifying the concept of awareness  

1.1. Awareness vs. Consciousness  

Alan Turing and John von Neumann, the founders of the modern science of computation, 

entertained the possibility that machines would ultimately mimic all of the brain's abilities, 

including consciousness. The idea that machines or robots could develop consciousness 

continues to be a fringe view, which looks somewhat like a vestige of Pygmalion's fantasy or 

speculative science fiction (e.g. Signorelli, 2018). The word "consciousness", like many pre-

scientific terms, is used in widely different senses and has led to widely different theoretical 

understandings across philosophy and neuroscience.   

The concept of awareness does not appear as demanding or mysterious as consciousness. 

Though it is sometimes used as one of its synonyms, one of its advantages is to be more 

detached from everyday associations with qualitative consciousness - what is philosophically 

referred to as "something-it-is-like-to-be-x", following Nagel (1974). Relatedly, while having a 

qualitative experience seems to be an all-or-nothing (either one has it or not, and one cannot 

have some degree of qualitative experience), being aware is more welcoming of grades (one 

can be more or less aware of something). While we take this later feature to be a critical reason 

to stick to the concept of awareness, one inconvenience is that the concept still lacks a proper 

definition both in biological and artificial systems.  

The lack of a clear definition is acknowledged in the computer science community but leads 

to different responses. A pragmatic stance, illustrated for instance by David Levy (Levy, 2009, 

p. 210), claims that it is sufficient to have a general agreement about what we mean by 

awareness and suggests "let us simply use the word and get on with it.".  

Others choose to settle for a prototypical profile of what is being aware without providing a set 

of necessary or sufficient features (Figure 1b). For instance, Chatila et al. (2018, p. 1) consider 

relevant: "… the underlying principles and methods that would enable robots to understand 

their environment, to be cognisant of what they do, to take appropriate and timely initiatives, 

to learn from their own experience and to show that they know that they have learned and 

how." In this prototype approach, a system would be called more or less aware depending on 

loose family resemblance with this prototype.  

Both the pragmatic and prototypical approaches fall short of providing a clear answer to how 

awareness should be measured and therefore compared across systems. Both may explain 

the remaining scepticism that surrounds the use of "awareness" in engineering and computer 

science. Turning to philosophy and neuroscience, we find it is possible to find other 

approaches that are more rigorous and allow for a comparison between systems.  

Another approach, indeed dominant in cognitive neuroscience and philosophy of 

consciousness, consists in distinguishing different kinds of awareness. Two examples 

borrowed here from the literature on consciousness can illustrate this approach: writing about 

machine consciousness, Dehaene et al. (2021), for instance, distinguish global availability 

from self-monitoring, which is the capacity to have self-referential thought and report on one's 

states. Another example is Ned Block's distinction between phenomenal consciousness and 

access consciousness: Whereas phenomenal consciousness relates to the experience, to 

what it is like to be in a conscious mental state, access consciousness refers to a mental 

state's availability for use by the organism, for example in reasoning and guiding behaviour, 

and describes how a mental state is related with other mental states.  
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These approaches make it, at least in principle, possible for one kind of consciousness to 

occur without the other: in the two accounts mentioned above, a state can be globally available 

but not self-reported (e.g. blindsight) or a state can be phenomenally conscious without being 

accessed (Block, 2011). This said, we can distinguish between two versions: If the two kinds 

or features are mutually exclusive, the approach provides a taxonomy or classification, for 

instance, between two kinds of awareness that are independent (Figure 1c). If one kind of 

awareness is more fundamental in that it can occur without the other, but having the two kinds 

together is a fuller realisation, this leads to a "building block" or pyramidal approach  

(Figure 1d).  

 

Figure 1: Five approaches to awareness in AI. (A) pragmatic approaches take the semi-scientific 
concept as it is, without scrutiny (B) prototype approaches consider a core example of what an aware 
system is or should be and map family resemblance between this core example and other instances 
(C) taxonomies distinguish kinds or features of awareness, which are independent of each other (D) 
pyramidal approaches distinguish kinds or features of awareness but accept that some kinds (or 
features) depend on the existence of some other more basic kinds or features (E) dimensional 
approaches do not commit to distinct between kinds or features, but consider that different aspects can 
exist at different degrees in either fully dependent or more dependent manners. Dimensional 
approaches commit to each dimension being graded.   

A more novel approach, which we are developing as part of EMERGE, provides a dimensional 

account of awareness. Like the previous two accounts and against the pragmatic account, the 

approach provides clarity on the concept. Where it differs from the prototypical approach is to 

stress the need to organise similarities and differences between aware systems in a 

systematic and quantitative manner. If the goal of developing artificial awareness comes hand 

in hand with the need to measure awareness and be able to provide comparisons between 

systems, we suggest that having different dimensions and ways to assess each one 

separately is a more fruitful approach (see 4. Below)  

The difference between the “building block” or hierarchical approach, but also with related 

proposals in cognitive neuroscience (Bayne et al., 2016) is not only to be more fine-grained 

but to be able to capture both the independence or interdependence between different aspects 

of awareness: this can be done using the difference between integral and separable 

dimensions found in psychophysics. The distinction, when used phenomenologically, is 

“...between dimensions which can be pulled apart, seen as unrelated, or analysable, and those 

which cannot be analysed but somehow are perceived as single dimensions” (Garner & 

Felfoldy, 1970, p. 225). An example of a pair of separable dimensions is colour and shape; an 

example of a pair of integral dimensions is Munsell chroma and value (i.e., saturation and 

lightness). Additionally, the dimensional framework enables the distinction between integral, 

co-dependent features, and configurational dimensions, which depends on certain patterns of 

co-occurrence between features (e.g. symmetry) (Fig. 2). 
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Figure 2: Three types of dimensions. Separable dimensions are fully independent; integral dimensions 
are dependent or co-instantiated;  configured dimensions emerge on several features. The distinction 
can be transposed to dimensional models of awareness. 

1.2. Humans tend to attribute awareness to AI systems  

As described above, there are multiple ways in which the concept of awareness can be 

analysed so as to become valuable and measurable in computer science and engineering. 

While this is a scientific reason to select the concept, there are other reasons, this time coming 

from the naive psychological attitudes of users. There is abundant evidence that humans 

attribute human or animate features to AI - including awareness. While anthropomorphism is 

a genuine bias, there is evidence that attributions to AI differ significantly from attributions to 

animals or humans (though these conclusions still ask for more research and support). The 

question remains empirically complex, not just because of the variety of AI systems that exist 

but also because the cognitive processes by which humans attribute mental characteristics to 

others (encompassed as social cognition) are also complex.  

The extreme case of social robots is the one most often studied by psychologists and experts 

in human-AI interactions. Social robots have several characteristics that make them special 

for humans: Besides being capable of limited decision-making and learning, they can exhibit 

behaviour and interact with people. In addition, capabilities like nonverbal immediacy of robot 

social behaviour (Kennedy et al., 2017), speech recognition and verbal communication 

(Grigore et al., 2016), facial expression, and the perceived "personality" of robots play 

important roles in how humans respond to robots. 

Consequently, humans tend to develop unidirectional emotional bonds with robots, project 

lifelike qualities, attribute human characteristics, and ascribe intentions to social robots (e.g. 

Gunkel, 2018).  

Regarding human-looking robots, behavioural studies suggest that people interact with them 

as if they were human agents rather than mere machines - at least if they look sufficiently 

human (for an overview, see Broadbent, 2017). For instance, people apply stereotypical social 

categories such as gender or (out)group memberships (e.g. Złotowski et al., 2015; Salles et 

al., 2020) to robots. They also display typical social behaviour toward them: they punish a 

robot that admits wrongdoing (Lee et al., 2021) and accept its apologies. Further on the moral 

side, evidence shows we tend to recognise AI as partly accountable for their mistakes (Kahn 
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et al., 2012). Various studies more specifically suggest that people are ready to use naive 

psychological categories - including categories supposing awareness such as "knowing", 

"believing", "being responsible", etc. -when explaining the behaviour of robots. For instance, 

Graaf and Malle (2019) provided people with verbal descriptions of robot and human 

behaviours across different contexts and asked them to explain why the agent had performed 

them. People used the same conceptual toolbox of behavioural explanations for human and 

robot agents.  

However, an equally substantial number of studies using interactive set-ups suggest that naive 

users draw a difference between AI and humans: they notably trust AI less in some conditions 

(Burton et al., 2017), will reciprocate less towards an AI than a human stranger (Karpus et al., 

2021) and show less empathy and reciprocity (Mamoodi et al., 2018). Various labels have 

been used to characterise these tendencies, including "algorithm aversion" and "algorithm 

exploitation". The question is whether this has to do with attributions of awareness.   

Following Gray, Gray, and Wegner (2007), we suggest that the attributions of human 

characteristics to AI should not confuse the attribution of a capacity for agency and the 

attribution of a capacity for experience (such as hunger, fear, pain, etc.). For instance, lay 

people attribute a high degree of experience to a baby but no agency; they also attribute high 

agency but no experience to a deity. To determine if robots are considered human agents, 

assessing the degree to which agency and experience are ascribed to them is important. In a 

survey with 184 students, however, the answers to the question "Do you believe that 

contemporary electronic computers are conscious?" were: No: 82%; Uncertain: 15%; Yes: 3% 

(Reggia et al., 2015). It is worth highlighting, however, that the question in the survey was 

about "contemporary electronic computers" and not AI or robots. 

While evidence that AI is granted the explicit ability to plan and act and elicit the same action 

representation mechanisms as human interaction partners is strong (e.g. Chaminade et al., 

2010), the same is not true for the ability to experience or have other mental states. For 

instance, interpreting a human's gaze or predicting their actions takes less time than doing so 

for humanoid robots. This advantage for processing the human gaze was observed in tasks 

that require representing others' minds rather than tasks that focus on detecting a change in 

others' gaze. This suggests that people can extract non-mentalistic information from a robot's 

gaze, but they are less able to infer the future actions of robots than humans.  

Neuro-imagery studies confirm that mechanisms linked to the attribution of sentience or 

mental states are not fully activated or are less activated when interacting with humanoid 

robots. For example, increased neural activity was observed in mentalising areas (such as the 

temporoparietal junction and dorsal prefrontal cortex) during human-human interactions but 

not during human-robot interactions This was observed during eye contact but also 

conversation (Rauchbauer et al., 2019). Even when AI is provided "a human face", viewing 

robotic facial expressions evokes less activity in mentalising areas than viewing human facial 

expressions (Hmamouche et al., 2020).  

 

2. The role of artificial awareness 

What advantage does it bring to speak of a single robot or eventually of a collective of robots 

(i.e. swarm) as being aware of a change in the surrounding environment or context, rather 

than saying that it has information about the changes of context or can respond to changes of 

context? This is a second core challenge, as it asks how the attribution of awareness to the 



 

 
WP1 Conceptual framework 

D1.1 Local awareness criteria 
 

 

 

 

Funded by the European Union under Grant Agreement 101070918. Views and opinions 

expressed are however those of the author(s) only and do not necessarily reflect those of the 

European Union or European Innovation Council and SMEs Executive Agency (EISMEA). 

Neither the European Union nor the granting authority can be held responsible for them. 

   13

 

robot differs and is better than the attribution of mere information or capacity to respond (input-

output). 

2.1. Awareness by design  

The first point to stress is the difference between the problems of identifying and accounting 

for awareness in animals (which are attributions problems) and the problems of positing or 

designing awareness in AI (which are design-led). Most sound accounts attributing awareness 

in non-human animals tend to be done because awareness is supposed to be necessary or 

at least useful to explain certain existing behaviours. For instance, different forms of agentive 

awareness can be posited to explain why certain animal species exhibit more or less 

behavioural flexibility, communication or control. The problem with taking this observer’s 

stance with AI is that it plays on what we call Pygmalion’s fallacy: the idea that awareness 

could be an ingredient inside the machine that the designer had no initial knowledge of or 

control over and is trying to infer afterwards. While this can work for naturally evolved biological 

agents, where awareness could have evolved without us being consulted or contributing, the 

same is not true for AI.  

So the first difference is that artificial awareness is linked to promoting a specific function 

implemented by design. To make the contrast more salient, consider the difference between 

reptiles and moving robots. We look at a lizard and test whether it is sensitive to the context 

in a detour task. Based on the lizard’s performance, we then infer whether it is aware of various 

contextual features of its environment that help it attain its goals. For the robot, we want to 

make sure that it is sensitive to various contextual features of its environment in order to allow 

or let it learn to reach a certain level of performance. In turn, its performance indicates the 

robot’s awareness of the contextual features of the environment in which it operates to attain 

its goal.    

This distinction means that the question of awareness in artificial systems can fit into two 

different kinds of explanatory roles. In the case of animals, the explanatory goal is to determine 

whether the animal is really aware. Biological sciences, like physical sciences, operate 

primarily in a realist stance - where the entities posited by the theory are supposed to 

correspond to the realities that exist in the natural world (this said, some anti-realist stances 

are also defended and accept that the entities posited by theories are simply fictions that are 

useful to make sense or predict the natural world). The difference between realist and anti-

realist stances can be mirrored in the artificial world by a difference between a descriptive 

stance and a mere explanatory stance. According to the descriptive stance, awareness is 

really present (at different degrees or in different ways) in the system and plays a functional 

role. If awareness (or one of its dimensions in our framework) goes missing, we expect 

different behaviour. For instance, in comatose patients and disorders of awareness, certain 

behaviours - like the capacity to report or self-monitor - are degraded or missing. According to 

an explanatory stance exhibited in the X-AI literature, awareness is simply a different way to 

speak of complex input-output functions, which we have no other or better ways of describing. 

The explanatory stance is closer to a proper understanding of what a “Turing test” approach 

to awareness would be: if we cannot distinguish, for instance, between a biological agent 

which we have independent reasons and evidence to consider aware (or aware to a certain 

extent) and an artificial agent, then we have sufficient reasons to talk as if the artificial agent 

is aware, but we are not committed to more. In the Turing test, for instance, the fact that it 

becomes impossible for a human to distinguish between a machine and a human does not 

make the machine human. It makes it not even human-like (in essence) but superficially similar 

(for people like us) to a human. The difference between the two stances seems theoretical but 
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has consequences for ways of thinking about the measurement or ethics of awareness of AI 

(as discussed below).   

2.2. What awareness explains  

Below we provide a non-exhaustive list of behaviours that are taken to require the presence 

of awareness or can be better explained by positing awareness. Some of these behaviours or 

manifestations remain based on human equivalents. The classification is also based on the 

broad difference between the availability/access function of awareness vs the self-monitoring 

functions of awareness.  

Access and agent-level availability  

• The same input leads to different “inner” states of the system.  

• Logical dependence on inner states rather than the input (Attentional blink: conscious 

perception of item A prevents the simultaneous perception of item B; planning 

dependent on inner states)  

• All-or-none selection and broadcasting of relevant content (e.g. Conscious perception 

of a single picture during visual rivalry; Conscious perception of a single detail in a 

picture or stream)  

• Flexible routing of information 

• Sequential performance of several tasks 

• Flexible goal-directed behaviour 

• Model-based learning 

• Ability to make motivational trade-offs (Ginsburg & Jablonka, 2019) 

• Integrative, multimodal representations 

• Susceptibility to illusions 

Self-monitoring  

• Self-measurements  

• Self-quality control  

• Self-monitoring (PID adaptation)  

• Self-diagnosis (status update)  

• Self-analysis (self-healing)  

• Self-learning  

• Self-prognosis (self-planning)  

• Self-optimisation (self-configuration)  

• Self-location and orientation  

• Self-belonging (assembly)  

 

3. The Contents-Modes-Locus (CML) framework: Working 

towards dimensions of awareness.   

3.1. State of the art: contents, levels and locus.   

Coming back to the types of approaches listed in Figure 1, certain approaches (pragmatic, 

taxonomy) to awareness in artificial agents seem to recommend categorical answers to the 

question of whether a system is aware: the answer that one expects is whether awareness is 

present or not (and which type of awareness). These approaches also tend to provide 
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responses to "what is the system aware of?" rather than to "how aware is the system?" for a 

given content or across all sorts of content.  

The cognitive neuroscience and philosophy of awareness here provide a very different angle 

and focus at least as much on contents as they do on levels of awareness - notably because 

of a concern for patients and altered states seen during drug experiences or anaesthesia. The 

approach in terms of 'levels' of awareness or consciousness echoes the pyramidal models 

discussed in part 1. The idea of levels is more clearly conceptualised in the field of 

consciousness research, where it is used to refer to states of consciousness that are linked to 

certain clinical conditions, such as post-coma disorders. The same idea of levels of 

consciousness has also been extended to include sedation, sleep, and epileptic absence 

seizures, as well as human infancy and non-human animals, where lower levels of 

consciousness are suggested to occur. 

A unified taxonomy for states of consciousness has been proposed, which suggests that these 

states can be measured along a single dimension of scalability, more or less understood at a 

difference in the overall amount of awareness that introduces some categorical distinctions in 

what the patient is capable of doing. 

The classification suggests that patients in minimally conscious states [MCS] have a higher 

level of consciousness than those in a vegetative state and that Emerging from Minimal 

Conscious States patients have a higher level of consciousness than MCS patients [e.g. Bruno 

et al., 2011). However, the single-dimensional approach to understanding consciousness 

does not capture the full complexity of global states of consciousness (Bayne et al., 2016) and 

leaves, for instance, many comparisons problematic, be it across humans (How does the level 

of consciousness observed in sleep differs or resembles the level of consciousness in 

minimally conscious states?) or across species (How does the level of consciousness present 

in a dog compare to the level of consciousness observed in a sedated patient?) 

A different question which may be distinctive of artificial agents, has to do with "where" 

awareness occurs. There, the terminology used by some researchers uses the word "levels" 

(central or global level vs Distributed and local level). Still, it is better to keep the idea of locus 

because one system cannot be in two levels of awareness (a patient cannot be both in a 

vegetative state and a minimally conscious state). In contrast, certain systems could have two 

loci of awareness for different contents (local awareness of space vs global awareness of goal, 

for instance). Central awareness generally occurs outside the agent - in a control system. 

Distributed or decentralised situational awareness allows a group of robots to efficiently gather 

information about their surroundings and respond accordingly without needing a central hub 

for data storage or control. Each robot generates its own local awareness, which informs its 

actions in real-time. This approach, which we pursue in EMERGE, allows robots to utilise low-

cost sensors and communication tools with limited range, like cameras, distance sensors, and 

Bluetooth. As a result, a collective situational awareness can emerge from combining each 

robot's local data, enabling the swarm to act as a cohesive unit across various applications, 

from environmental monitoring to logistics (e.g. Jones et al., 2020). By relying on local data, 

communication and processing requirements are reduced. Although decentralised systems 

are often seen as challenging to control, they enable users to interact with individual robots 

and the swarm as a whole, making it easier for non-experts to install and operate the robots. 

The literature on awareness in smart systems sometimes uses the level idea, but the concepts 

used in the list of levels tend to combine differences in content, locus, and what we would as 

functions. A good example of such a mix is Duffy (2016), who defines the following awareness 

levels.  
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• Level 1: Adaptive - Automatically adapts to changes in the environment like regular 

PID controller.  

• Level 2: Property Aware - a semantic interpretation and attribution of monitored data 

based on expectations and goals. A system that monitors its own properties is self-

aware.  

• Level 3: History Aware - The system maintains a history of observations. Changes over 

time are monitored and assessed.  

• Level 4: Predictive - A system with the capability to simulate if-then scenarios is called 

predictive  

• Level 5: Group aware - Besides the self and the environment, the system recognises 

a peer group with shared goals and/or similarities in behaviour.  

Another example is situation awareness, as formulated by Endsley. The classical definition of 

situation awareness describes it as: "the perception of the elements in the environment within 

a volume of time and space, the comprehension of their meaning and the projection of their 

status in the near future" (Endsley, 1988, p. 97). Endsley formulated this as such with the 

aviation domain in mind. It describes how all elements of the aviation team need to come and 

work together to achieve situation awareness (Endsley, 2013). While on the face of it, 

situational awareness considers different contents (being aware of the environment, of 

meanings and of future plans), the concept also establishes a hierarchy as being aware of the 

environment and meanings is required to have an awareness of future plans (also called 

predictive awareness).  

Our recommended dimensional model acknowledges that there are different domains where 

awareness needs to be defined and measured - i.e. contents, levels and locus. It captures the 

differences by integrating content-related dimensions (what the system is aware of) and their 

possible interdependence (for instance, self-awareness may require awareness of space and 

time, and therefore represent a higher level of awareness), and considering how much 

awareness of these contents exists at each relevant locus of awareness (centralised, 

distributed).  

3.2. Matching contents of awareness into separable and interdependent 

dimensions 

The literature on awareness generally focuses on the contents of awareness, or in other terms: 

what one might be aware of. A brief overview of the existing literature allows us to make a 

preliminary distinction between the various contents of awareness that are distinguished, but 

also their interdependence.   

3.2.1. Goal and task awareness  

A central part of artificial intelligence and smart robots lies in accomplishing a task or goal. 

The difference between having a goal and being aware of a goal (sometimes labelled as task 

awareness) can easily become terminological, and to avoid this, one should make sure that 

awareness comes with specific conditions. One of them comes from flexible adjustment to 

optimise the task in changing conditions. Another one can come from the transfer of learning 

from one task to another. For instance, the rapid acquisition of new skills in humans is 

facilitated by the utilisation of prior knowledge - which itself is supposed to rely on the 

awareness of tasks and goals. When learning a skill that is connected to a broad range of 

previously mastered skills, relevant knowledge from prior skills can be recalled and applied to 

expedite the acquisition of the new skill. To illustrate, suppose we are learning a new 

snowboarding trick, drawing from our fundamental snowboarding knowledge, skiing expertise, 
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and skateboarding experience. By exploiting our fundamental snowboarding knowledge and 

integrating inspiration from our skiing and skateboarding experience, we can rapidly master 

this feat. Recent progress in meta-learning in AI has aimed to achieve a similar thing and 

provide machines with a way to swiftly adapt to a new task using only a few examples. The 

approach involves first training an internal representation that matches similar tasks. Such 

representations can be learned by examining a distribution over similar tasks as the training 

data distribution. Model-based meta-learning methods propose to identify the task identity 

from a few sample data, regulate the model's state (e.g., RNN's internal state or external 

memory) using the task identity, and make appropriate predictions with the adjusted model 

(Vuorio et al., 2019). 

3.2.2. External awareness  

A central term that comes up in the artificial intelligence literature is context awareness. This 

is generally used to refer to applications that react to the information they sense from the 

environment - relating more to environmental awareness mentioned above with Endsley - 

rather than just operating on data provided to them (Benerecetti et al., 2001). Information here 

can be things such as location, time, objects, and agents in the environment.  

This said, meaning and categorisation according to goals seem also to be part of context 

awareness. Intuitively, being aware of objects in the environment comes down to the capacity 

to assign properties to them, with the same thing applying to events. Spatial information on its 

own is insufficient for this (Chou et al., 2012). What this shows still is the assumption that 

environmental awareness is foundational and that meaning awareness is at another level.  

The descriptions of awareness, as formulated above, could perhaps be further unpacked by 

looking at several of the elements they describe a bit more closely. Two elements that come 

up in almost all these descriptions and would be relevant for all of them are the awareness of 

space and time. 

Spatial awareness has no unique definition, and there is no consensus on what it might mean 

for a being to be aware of space or, perhaps more aptly, be aware within space. The question 

of whether we need an awareness of space in absolute terms in order to perceive objects or 

properties as spatial is not settled (e.g. Schwenkler, 2012). Moreover, there seems to be a link 

present between spatial awareness and object perception (Campbell, 2017). 

The literature on what we might call temporal awareness is also limited. However, one clear 

distinction can be made at the outset based on the philosophical literature on time, namely 

between physical spacetime and psychological time (Brown, 1990). In broad strokes, one 

might term these as the way in which time (static) actually is and the manner in which we 

perceive it from a subjective human point of view (dynamic) (Dainton, 2013). In AI, time 

awareness is an open discussion in that there might be a need for a standard time to be 

established within a distributed network in order to allow the network and individuals within it 

to know when an event occurred and compare data effectively (Hwang, 2019). But beyond 

this mere sharing of a standard time, it might also be relevant for AI systems to have 

information more akin to our psychological view of time (Maniadakis et al., 2009). This is where 

elements such as continuity, duration, simultaneity, persistence, change, succession, and an 

experience of past,  present and future come in.  

3.2.3. Internal and self-awareness  

Introspective awareness relates to the awareness of inner states: Internal states can be made 

up of emotion, belief, desire, intention and expectation, or they can be processes such as 

sensation, perception, conception, simulation, action, planning and thought. An important 
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question is whether goal awareness is already an instance, albeit a minimal form, of 

introspective awareness.   

Metacognitive awareness sometimes includes general forms of introspective awareness 

(being aware of the state one is in) but tends to add an evaluative dimension to this 

introspective awareness in the form of an assessment of one's probability of being correct 

regarding a given task (being subjectively confident that one's inner state is correct). 

Metacognitive awareness requires introspective awareness and therefore adds not just a 

distinct content but also a distinct level.  

Another internal content of awareness that is distinguished in the literature about human 

awareness is self-awareness, which usually differs from introspective awareness because it 

focuses on being aware of the continuity of one's body or unity through time.  

Here a distinction is made between bodily self-awareness and reflective self-awareness. 

Bodily awareness entails being aware of your body as something distinct from the environment 

and an ability to distinguish internal from external input (Zhao, 2018; Bermúdez, 2011). For 

instance, a robot can continuously create a concept of its own physical structure (body self-

modelling) and uses this self-model to generate forward locomotion with four legs initially 

without knowing what its body actually looks like. When the robot's structure changes 

unexpectedly, it can reform its internal self-model to generate new behaviours to compensate 

for and accommodate these changes (Bongard et al., 2006). In this case, it remodels the 

concept of its own physical structure to generate forward locomotion with three legs when one 

of its legs is removed. 

Another content of self-awareness mentioned in the literature on artificial intelligence is 

agentive self-awareness, which is related to the capacity for having first-person 

representations of bodily/physical actions undertaken (Farina, 2022). This content usually 

presupposes bodily self-awareness. 

Reflective self-awareness generally describes the ability to see yourself in the light of others 

or, in more general terms seeing yourself as a subject (Zhao, 2018). Takiguchi et al. (2013) 

explain how self-awareness is needed for autonomous robots in order for them to be capable 

of placing themselves in a better position to achieve their tasks. Related to these contents 

would be proprioception (Gallagher, 2007) and interoception. 

3.2.4. Interactive awareness 

The literature on human-ai interactions has also focused on other contents of awareness. A 

few to think of would be workspace awareness (who is working on what in the shared 

workspace) and the equivalent of social awareness (understanding connections within the 

group (see, e.g. Drury et al., 2003). Some systems may be aware of both individual tasks and 

shared tasks, or only of one - which means that these contents fit on different dimensions. 

This form of awareness of group-level events and other agents should not be mistaken for the 

collective locus of awareness. 
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Figure 3: A schematic representation of the dimensional framework with eight dimensions (goal awareness, context 
awareness, space awareness, time awareness, bodily self-awareness, reflective self-awareness, group 
awareness, and workspace awareness). The coloured lines could represent four different kinds of agents or the 
awareness present at the local level vs Centralised levels for two agents (green-blue for agent 1; red-purple for 
agent 2). 

 

4. Metrics  

The measurement challenge is usually concerned with how we identify the presence (or 

absence) of awareness, or more precisely, determine the degree to which it is present, and 

identify some of its features. Defined as such, the goal of measurement assumes that 

awareness is a real property of the system and is less easily compatible with non-realist 

interpretations where attributions of awareness are supposed to capture a way to explain the 

system or interact with it. To avoid assuming a realist instance, we propose using the word 

"metrics" and defining it as a quantitative assessment of awareness for users' purposes.  

4.1. Tests and metrics for dimensions  

The first way to provide awareness metrics is to find tests for each dimension. Some tests can 

be adjusted from the psychological literature, including comparative psychology. For instance, 

to measure bodily self-awareness in infants or animals, psychologists have used the mirror 

test to assess the likelihood that the agent would recognise their own motion in a mirror and 

be able eventually to detect and act on a physical anomaly on their own body (e.g. a blue spot 

of paint placed on their face). Mirror recognition has been used to measure self-awareness in 

robots (e.g. Michel et al. 2004), and imitation tasks have been used to establish a self-other 

distinction ( Suzuki et al., 2005) 

4.2. Modulation of existing metrics  

A second approach, which may be more directly relevant for industrial applications and users, 

considers the impact of awareness on existing metrics such as resilience, robustness or 

performance. To match with the dimensional approach, we can also represent the modulation 

on a dimensional radar plot and be used to compare and evaluate trade-offs between different 

scales of awareness.  
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Figure 4: Schematic spider plot showing eight different metrics important for the use of a given agent (e.g. 
robustness, resilience, scalability, usability, trustworthiness, energy, cost, autonomy) and comparing a non-aware 
to an aware system (blue and red lines) or a more and less aware system.   

 

5. Implementation  

So far, the dimensional approach makes no assumption regarding the implementation of 

awareness. The next step will be to match dimensions of awareness to existing or new forms 

of architectures of awareness present in the literature. A large gap currently exists between 

the definitions of awareness and the architecture or implementation of awareness in artificial 

agents.  

 

Figure 5: Architecture proposed for self-aware computing by Lewis et al. (2015). 



 

 
WP1 Conceptual framework 

D1.1 Local awareness criteria 
 

 

 

 

Funded by the European Union under Grant Agreement 101070918. Views and opinions 

expressed are however those of the author(s) only and do not necessarily reflect those of the 

European Union or European Innovation Council and SMEs Executive Agency (EISMEA). 

Neither the European Union nor the granting authority can be held responsible for them. 

   21

 

Frameworks like Lewis et al. (2015) (Figure 5 above) can be adjusted to list other dimensions 

of awareness but cannot capture the interdependence discussed above. Other accounts 

describing more systematic layering could capture the interdependence between different 

contents or kinds of awareness but would capture them through an unidimensional hierarchy, 

where one layer grounds the layer above. For instance, Lee et al. (2015) describe a five layers 

hierarchy architecture for self-awareness which is not mapped on contents or levels but 

distinguishes (1) a connection layer for sensors, (2) a conversion layer for parts with self-

awareness, (3) a cyber layer for a machine-machine interaction (4) a cognition layer for self-

prioritising and self-optimising decisions (5) a configure layer for self-optimisation, self-

adjustment and self-configuration. 

 

6. Ethics and human-AI interactions 

Will the presence or degree of awareness present in AI change ethical issues? A 

straightforward question for artificial awareness is whether it carries the same ethical 

implications as considering "conscious AI" or "sentient AI". An entity's moral status has 

traditionally been linked to its level of consciousness. The presence or absence of 

consciousness is taken to be a crucial factor in determining whether some animals should be 

given moral consideration, such as in recent discussions on our treatment of cephalopods 

(e.g. Browning 2019) and crustaceans (Birch, 2017). 

This moral status can dictate what actions are morally permissible, impermissible, or required 

when dealing with the entity. The entity's interests, preferences, plans, desires, or feelings 

should matter to some extent when determining its moral status. As far as the possession of 

certain of these attributes (e.g. feelings, desires) requires consciousness, the question of 

whether machines can possess consciousness is seen as intricately tied to the issue of their 

moral status (see, for instance, Gunkel, 2018; Metzinger, 2021; Mosakas, 2021). The core 

question is whether the ethical implications that have been discussed imagining that a 

machine could be conscious of the environment or have self-consciousness dissolve or remain 

once we consider a more austere framework where the system is aware of the environment 

or self-aware (see, for instance, the framing in Agar, 2019). For instance,  mere awareness of 

stimuli without any accompanying 'feeling' that any experienced states or stimuli were good or 

bad may not trigger moral concerns about the possible experiences of this machine. This is, 

for instance, argued (although still using the word "consciousness") by Basl, 2014: "If we 

create a consciousness with only the capacity for experiencing colours, but with no attending 

emotional or other cognitive response, we need not worry about wronging said consciousness" 

(Basl, 2014, p. 84).   

While this ethical issue remains to be addressed in more detail, two points can be highlighted. 

First, adopting a dimensional model of awareness may help avoid casting ethical debates as 

all-or-nothing, which the (highly speculative) presence of qualitative consciousness or 

subjective perspective in AI otherwise raises. A dimensional model can help, for instance, 

identify whether ethical issues depend on the system under consideration being more or less 

aware or on some specific dimensions of awareness, such as evaluative self-awareness.  

It is essential to ask whether the ethical question only seems to matter if one adopts a realist 

reading of awareness - where awareness captures the real properties of the system. If 

awareness attributions are only part of the explanatory tools that we use to explain and predict 

the system's behaviour, the ethical implications seem to dissipate. Or do they? Normatively, 

as policies and ethics recommendations have to care about how users will relate to these 
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technologies, they also need to consider and regulate the transactions between AI producers 

and users within the terms that are culturally or socially accepted. Coeckelbergh (2021), for 

instance, posits that societal norms and perceptions are more critical than ontology when it 

comes to ethics and policy surrounding AI.  

An illustration coming here from the debates about trustworthy AI is that if users interacting 

with a chatbot or a caregiver robot are prone to trust it, then the law and ethics policies should 

use this category and see how the AI system meets this expectation. By analogy, if the system 

is interpreted as aware or presented as being aware to users, then awareness becomes a 

similar target of concern for ethical implications. The recommendation here is to provide a 

systematic mapping of the differences introduced in the user of a given system when the 

system is presented or interpreted as aware or not aware, or more or less aware.  

 

Summary and conclusions  

The benefits of approaching awareness dimensionally are outlined and allow us to provide a 

particularly appropriate framework to address conceptual, measurement, and ethical issues.  
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